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Abstract—Recently, several time-domain passive macromod-
eling algorithms were proposed for distributed transmission-line
networks. Most of them employ some kind of approximation in
the frequency domain to match the response up to a maximum
frequency of interest and the behavior after the highest frequency
is generally not considered. This can cause significant errors in
transient responses (especially in the early-time period). In order
to address this difficulty, we will present a new algorithm to
reduce high-frequency errors in time-domain macromodels, while
preserving passivity. The proposed algorithm is very useful in
eliminating spurious ripples in the flat delay portion of transient
responses of distributed transmission-line networks without
needing to increase the order of approximation.

Index Terms—Circuit simulation, distributed networks,
high-speed interconnects, model-reduction, printed circuit
boards, transient analysis, transmission lines.

I. INTRODUCTION

T HE ever-increasing quest for higher operating speeds,
miniature devices, and denser layouts has made the

interconnect effects such as delay, crosstalk, ringing and dis-
tortion, the dominant factors limiting the overall performance
of microelectronic/microwave systems. At higher frequencies,
the length of the interconnect becomes a significant fraction of
the operating wavelength, so conventional lumped-impedance
models become inadequate and distributed transmission-line
models become necessary [1]–[12]. However, simulation of
distributed transmission lines in the presence of nonlinear
elements suffers from the mixed frequency/time difficulty.
There are several techniques available in the literature to
address this problem. Broadly speaking, they can be classified
into two categories. The first includes techniques based on the
generalized method of characteristics (MC) [3]–[5]. The second
category is based on passive macromodeling of transmission
lines [7]–[10].

In general, MC extracts the line delay and a transfer-function
characterizing the frequency response of the line. An important
advantage of the MC approach is that, since it extracts the line
delay explicitly, the corresponding transient responses generally
do not exhibit spurious ripples in the early-time region. How-
ever, the MC can be CPU expensive in the presence of nonlinear
elements and lossy lines. In addition, it does not guarantee the
passivity of macromodels. Passivity is an important property to
satisfy because macromodels that are stable but not passive can
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produce unstable networks when connected to other stable, even
passive loads. This can lead to faulty transient simulation.

On the other hand, recently published passive macromodeling
schemes [7]–[10] guarantee the passivity of macromodels, and
lead to macromodels in terms of ordinary differential equations.
Most of these algorithms employ some kind of approximation
in the frequency-domain to match the impulse response up to a
maximum frequency of interest . However, the behavior
after is generally not considered, which can lead to signif-
icant errors in the impulse transient response, especially in the
early-time period (spurious ripples) [11], [12]. This can affect
the accuracy of the transient response at all other time points
when the macromodel is included during the simulation of a
large network. Also, the above problem can be aggravated in the
presence of sharp rise times or with smaller capacitive loads. To
remove these ripples, the order of the approximation required
would be very high, making the macromodel inefficient.

In order to address the above problem of faulty transient
response due to high-frequency errors, a new algorithm is
presented in this paper. The proposed algorithm provides a
mechanism to control the asymptotic behavior of high-fre-
quency impulse response while matching the response up
to accurately. This leads to significant reduction in
errors of transient responses. Also, it guarantees the passivity
of the macromodel. The proposed algorithm achieves the
above objectives with macromodel orders comparable to the
ones published in the literature. The macromodel is obtained
analytically, in terms of predetermined (stored) constants and
the given per-unit length (PUL) line parameters. Numerical
examples are presented to demonstrate the validity, accuracy
and efficiency of the proposed method.

II. REVIEW OF DISTRIBUTED-TRANSMISSION-LINE

MACROMODELING

A. Transmission-Line Equations

Distributed interconnects are described by a set of partial dif-
ferential equations known as Telegrapher’s equations

(1)

where , , , and are the PUL parameters of the
transmission line, represent the voltage
and current vectors as a function of positionand time , and
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is the number of lines including the reference line. Equa-
tion (1) can be written in the Laplace domain as

(2)

where and are the terminal voltage and current vec-
tors of the transmission line andis the length of the line. Equa-
tion (2) does not have a direct representation in the time do-
main, which makes it difficult to interface with nonlinear simu-
lators. In [7]–[10], passive macromodeling schemes have been
proposed to address the issue of mixed frequency/time simula-
tion. These methods efficiently capture the frequency response
between (0 and ); however, the algorithms are susceptible
to spurious early-time ripples due to the frequency behavior be-
yond . This can affect the accuracy of the transient response
at all other time points when the macromodels are included in
large networks. In order to address the above problem, a new al-
gorithm is presented which controls the asymptotic behavior of
the high-frequency response using the matrix-rational approxi-
mation (MRA) algorithm [8] as an example. For this purpose, a
brief review of the MRA-based macromodeling is given in Sec-
tion II-B. However, note that the principles stated in this paper
are general in nature and they can also be included in other ra-
tional-function-based passive macromodeling algorithms avail-
able in the literature, with appropriate modifications.

B. Review of MRA-Based Passive Macromodels

The exponential matrix in (2) can be expressed with a
matrix rational approximation as

(3)

where and are polynomial matrices. The above
approximation is formulated analytically in terms of predeter-
mined constants (i.e., and ) and PUL parameters. The fol-
lowing theorem was used in [8] to show that for , pas-
sive macromodels can be obtained.

Theorem 1: Let the rational approximation of be

(4)

where the polynomial is strictly Hurwitz.If the above con-
ditions are satisfied, then the rational matrix obtained by re-
placing the scalar with the matrix of (2) results in a passive
transmission-line macromodel.Next, knowing the coefficients

, we can write the macromodel of the multiconductor trans-
mission-line as

(5)
where

(6)

and

(7)

Subsequently, the form of the resulting parameters can be
written as

(8)

The macromodels, such as the one described above and other
passive macromodeling algorithms in the literature [7]–[10], ef-
ficiently capture the frequency response between (0 and).
However, these macromodels may lead to significant high-fre-
quency errors, causing faulty early-time responses. The reason
for these errors is explained in Section III.

III. CONCEPTSPERTINENT TO THEPROPOSEDALGORITHM

A. Concept

For the early-time response to be reasonably flat (corre-
sponding to the flat delay portion of the transmission-line
response), it is desirable to have (as many as possible) initial
derivatives of the impulse time response to be equal to zero.
Note that the early-time impulse response is mainly influenced
by the following relationship:

(9)

where is the Laplace operator, represents the fre-
quency-domain rational function, is the numerator polyno-
mial order, is the denominator polynomial order, and
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represents the early-time response (around ). Next, as-
suming that , the first derivative of the impulse re-
sponse becomes

(10)

Similarly, if the first derivatives are zero, then the
can be expressed as

(11)

Observing (9)–(11), one can note that, to obtain flat response
around (i.e., to have as many as possible initial derivatives
of the impulse time response to be equal to zero), the transfer-
admittances represented by must satisfy . This
can be further illustrated using a numerical example as follows.
For example, let the transfer-admittance of a transmission
line be given by

(12)

then , , and . Since
the first few time derivatives of (12) are zero, the delay of the
transmission line found in this case is reasonably approximated
as a flat response. However, if the order of the numerator is
much less than the order of denominator, then the rational ap-
proximation has fewer degrees of freedom to capture the fre-
quency response. A practical compromise is to have the numer-
ator be a few orders less than the denominator. This enables the
transfer-admittance to have enough degrees of freedom, while
ensuring that the first few derivatives are zero.

B. Limitations of Current Passive Macromodeling Algorithms

The current passive macromodeling algorithms, such as the
one described by (5)–(8), efficiently capture the frequency
response between (0 and ). However, these macromodels
can lead to significant high-frequency errors, causing faulty
early-time response. The reason for these errors can be ex-
plained by noting the final rational forms of individual entries
in the admittance matrix. For the sake of simplicity and
without loss of generality, assume that the PUL parameters are
scalars. For order (denoted as ), the orders of passive
rational-form of parameters (8) are given by

(13a)

(13b)

(13c)

As can be seen, the transfer admittances such asetc., have
the rational form with orders . Such a form

arises mainly due to Theorem I,which strictly requires the ra-
tional form of for the approximation of exponential
matrix. The above conclusion is true even for other types of pas-
sive macromodeling techniques in the literature [7]–[10], where
the order difference between the denominator and numerator
(i.e., – ) ranges between1 to . Obviously, transfer admit-
tances of this form do not satisfy the conditions set by (9)–(11)
(i.e., initial few derivatives of these transfer admittances are not
equal to zero). Hence, these macromodels are susceptible to sig-
nificant errors in the impulse transient response, especially in
the early time region.

A further investigation of the rational form of parameters
of (8) tells us why it is difficult to control the high-frequency re-
sponse such that it satisfies the conditions required by (9)–(11)
in order to produce a reasonably flat delay. For example, con-
sider the case when is even (without loss of generality) for
a single conductor (with ground reference) transmission-line
system. The corresponding rational function of theparam-
eters (8) can be re-arranged as

(14)

where the predetermined coefficients, , and in (14) are
obtained by the scalar approximation of (4) using the following
relations:

(15)

Noticing (14), we can infer that, by appropriately choosing
the values for and such that (for example,

), the transfer admittances of (14) could be forced to have
fewer polynomial terms on the numerator. However, since (14)
does not have a coefficient, it is very difficult to remove the
highest order polynomial term. This implies that it is not pos-
sible to reduce the order of the numerator less thanwithout
violating passivity conditions. In order to address these diffi-
culties, we present a new algorithm in Section IV, which also
provides a mechanism to control the asymptotic behavior of the
high-frequency impulse response of the transfer admittance.
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IV. DEVELOPMENT OF THE PROPOSED

MACROMODELING ALGORITHM

The objective of the proposed algorithm is to provide a mech-
anism to control the macromodel impulse response beyond
so as to minimize early-time ripples while preserving the accu-
racy and passivity of the macromodel. For this purpose, the pro-
posed algorithm uses two different orders of approximation of
the scalar exponential in (4), and
that satisfy Theorem 1. Consider a particular order, if is
even (without loss of generality), then the approximation given
by (4) can be expressed as

(16)

Similarly, the other approximation corresponding to order
can be denoted as

(17)

Using the above two approximations, the rational approxima-
tion of (5) be expressed as

(18)

(19)

where the coefficients from (16) are used to approximate (18)
and the coefficients from (17) are used to approximate (19).
Note that the (18) and (19) are self consistent and do not violate
the passivity conditions set by Theorem 1 [8]. The polynomial
matrices , , , and are now defined as

(20)

Subsequently, the form of the resulting-parameters of (8) can
be rewritten as

(21)

A. Single Transmission-Line Case

Consider the case of a single conductor (with ground refer-
ence) transmission-line system. Using (21), the rational func-
tion of -parameters can be expressed as

(22)

where the predetermined coefficients, , and in (22) are
obtained using the relations

(23)

B. Controlling the Asymptotic Behavior of the High-Frequency
Impulse Response

Asymptotic behavior of the high-frequency impulse response
can be controlled using the following mechanism. In formula-
tion (22), the order of the numerator of the transfer-admittance
can be reduced by appropriately choosing the values forand

. For example, while computing the predetermined constants,
imposing the constraint

(24)

removes the highest order polynomial term of the
transfer-admittance in (22) [i.e.,

in (9)]. Similarly, imposing the
constraints

(25)

leads to the removal of two highest order polynomial terms
of the numerator of the transfer admittance in (22) [i.e.,
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in (9)]. This
makes the transfer admittance to satisfy the conditions set by
(9)–(11). In other words, if a total number ofsuch constraints
are used, then it ensures that the function and derivatives
of the transfer admittance are set to zero. For example, if ,
then the order of transfer admittance given by (22) is

(26)

In this case, using (9)–(11), we will have and
. It should be noted that if the number of con-

straints used in (25) is many and is comparable to the order
of approximation, then the macromodel has fewer degrees of
freedom to capture the frequency response. To obtain accurate
macromodels, very few constraints should be used. For the ex-
amples provided in this paper, only one or two constraints were
used, which provided significant improvement in the time-do-
main response.

C. Extension to Multiconductor Transmission Lines

Extension of the proposed algorithm to the case of multicon-
ductor transmission lines can be explained as follows. Consider
the -parameter terms of (21) for the case of single transmis-
sion line with ground reference. The submatrices and
can be expressed in terms of continued fraction expansion as

...

...

(27)

where , . The coefficients and
are the predetermined constants and are obtained using the

continued-fraction representation of

...

(28)

...

(29)

where and are described by (16) and (17). Next, from (21),
the transfer admittances are given by

(30)

Hence, while computing the predetermined constants, if we im-
pose the condition

(31)

then it leads to the cancellation of the highest order polynomial
term of the numerator of the transfer admittance of (22) [note
that the condition set by (31) is also equivalent to setting

as described by (24)]. Proceeding further, if we also make

and (32)

then it leads to the cancellation of the two highest polynomial
terms, since the constraints of (32) are equivalent to the ones
set by (24) ( and ). If additional con-
straints of the type (32) are included during the computation of
predetermined constants, then the order of the numerator of the
transfer admittance can be reduced even further.

Using the similar approach discussed above, for the case of
coupled lines, the submatrices of (21) can be expressed as

(33)

Next, imposing the constraints similar to (31) and (32) while
computing the predetermined constants will help to control the
asymptotic behavior of the transfer admittance. Note that the
important advantage here, in the multiconductor admittance ap-
proximation given by (33), is that the predetermined coefficients

and are obtained by the scalar approximation of (4).

D. Computation of Predetermined Coefficients

This section describes the formulation of the minimax ob-
jective function [8] for predetermining the coefficients of (16)
and (17). The method imposes additional constraints to reduce
the order of the numerator of transfer-admittance. The minimax
objective function can be obtained by expressing theth and

th-order approximations given by (16) and (17) in terms
of product of second-order factors as

(34)

(35)
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Equations (34) and (35) satisfy the form of (4), which is required
for passivity. Imposing the constraints that , , , and

for all values of ensures that the Hurwitz conditions
of Theorem 1 are satisfied. Replacing , the minimax
objective function can be written as

is minimum (36)

such that , , , and for all values of . The
variables , are the weight functions at the angular
frequency , where ranges from .
Imposing the following additional constraints ensures that the
early-time ripples in transient responses are minimized

(37)

where the ‘s and the ‘s are defined by (28) and (29) and can
be expressed in terms of the‘s and ’s of (34) and (35). The
number of constraints used in (37) will depend on the order
of the approximation. For low orders, usually one constraint is
needed. For higher order approximations, additional constraints
may be required to control the asymptotic behavior of the high-
frequency impulse response. It should be pointed out that if the
number of constraints used in (37) is comparable to(the order
of approximation), then the macromodel becomes inefficient in
capturing the frequency response, since it has less degrees of
freedom. To obtain accurate macromodels, very few constraints
should be used. For the examples provided in this paper, only
one or two constraints were used, which provided significant
improvement in the time-domain response.

It should be emphasized that the minimax optimization is per-
formed on SCALAR functions of and is independent of the
number of coupled lines and the PUL parameters.The results
obtained are then stored and the macromodel can be obtained
analytically in terms of the predetermined coefficients and PUL
parameters.

E. Preserving Passivity

Passivity is an important property to satisfy because macro-
models that are stable, but not passive, can produce unstable net-
works when connected to other passive loads. This leads to spu-
rious oscillations in simulation results. A linear n-port network
with an admittance matrix is said to be passive, if and only
if [13]: 1) for all , where is the complex con-
jugate operator and 2) is a positive real matrix. That is the
product for all possible values of
satisfying and for any arbitrary value of.

The first condition implies that the coefficients of the rational
function matrix generated by the proposed macromodel must be
real. The second condition implies that must be a positive
real matrix for all . The coefficients generated by

Fig. 1. Frequency response (Example 1).

(21) are real values; therefore, the first condition of the passivity
definition is always satisfied. The task that remains is to show
that the -parameter matrix is positive real.

In [8], it was shown that if the conditions of Theorem 1 are
satisfied, then the matrices and of (8) are both positive
real. The rational function is formulated using the predeter-
mined coefficients of (20). Since it is assumed that (16) satisfies
the Hurwitz conditions of Theorem 1, it can be shown that
is positive real, as demonstrated in [8]. Similarly, the rational
function is formulated by the predetermined coefficients of
(17). Since it is assumed that (17) also satisfies the Hurwitz con-
ditions of Theorem 1, it can be shown that is also positive
real. The summation of two positive real matrices results in a
positive real matrix which proves that the new macromodel is
passive.

V. COMPUTATIONAL RESULTS

A. Example 1: Long Lossy Transmission Line

In this example, a long lossy distributed transmission-line
network is analyzed with PRIMA [7] and the proposed algo-
rithm. The near end is connected to a voltage source through a
5- resistor and the far end is terminated with a 500-resistor.
The line is 40-cm long with PUL parameters of cm,

nH/cm, nS/cm, and pF/cm.
The frequency response at the far end of the transmission-line

is given in Fig. 1. Both approaches match the “original re-
sponse” (obtained by directly solving Telegrapher’s equations)
up to 2.5 GHz, accurately, however, the high-frequency behavior
beyond the matched frequency of 2.5 GHz is significantly dif-
ferent. Note that the proposed macromodel contains only 31
poles, whereas the PRIMA macromodel contains 50 poles (an
equivalent 32-pole PRIMA macromodel matches the original
response up to 1.6 GHz only). The transient response corre-
sponding to PRIMA macromodel is given in Fig. 2. (The input
is a pulse with a 0.35-ns rise/fall time and 1-ns pulsewidth; the
label “IFFT” refers to inverse FFT of “original response” multi-
plied by the input frequency spectrum). The flat delay portion of
the response from PRIMA suffers from spurious ripples. Fig. 3
gives the transient response of the proposed macromodel, and
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Fig. 2. Time response (IFFT versus PRIMA).

Fig. 3. Time response (IFFT versus proposed macromodel).

Fig. 4. Lossy coupled transmission-line network (Example 2).

it can be noticed that the spurious ripples in the flat-delay por-
tion are significantly minimized. For this example, the prede-
termined coefficients of the proposed algorithm were obtained
using two constraints ([i.e., , in (37)].

B. Example 2: Lossy Coupled Transmission Line

A network with two lossy coupled transmission lines with fre-
quency-dependent parameters is considered (Fig. 4). The length
of the transmission-line network is 0.5 cm and the PUL param-
eters are described in Table I. The time-domain responses cor-
responding to an input step of 1 V and rise time of 0.07 ns at

TABLE I
PUL PARAMETERS OFEXAMPLE 2

Fig. 5. Time response (IFFT versus MRA) (Example 2).

Fig. 6. Time response (IFFT versus proposed) (Example 2).
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Fig. 7. Multiconductor transmission-line network (Example 3).

Fig. 8. Time-domain response at node V1 (Example 3).

the victim node V4, using the MRA passive macromodel [8]
and the proposed algorithm, are given in Figs. 5 and 6, respec-
tively. As is seen, while matching the response accurately, the
proposed algorithm minimized the early-time spurious ripples,
considerably. For this example, the predetermined coefficients
of the proposed algorithm were obtained using two constraints
[i.e., , in (37)].

Fig. 9. Time-domain response at node V4 (victim line) (Example 3).

C. Example 3: Multiconductor Transmission-Line Network

In this example, a relatively large interconnect system
with several multiconductor transmission lines are considered
(Fig. 7). Here, nine-coupled-transmission-line subnetworks
have a length of 2.5 cm and the corresponding PUL parameters
are as shown at the top of the following page.
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nH/cm

pF/m

TABLE II
CPU COMPARISON FOREXAMPLE 3

The two-coupled-transmission-line subnetworks have a
length of 0.4 cm and their PUL parameters are the same as
that described in example 2 (Table I). The transient responses
corresponding to an input pulsewidth of 0.8 ns, a rise/fall time
of 0.1 ns, and a period of 2 ns are shown in Figs. 8 and 9.
Table II compares the total number of segments of the entire
network and the CPU time for the proposed and conventional
lumped model. For their respective orders, both the proposed
and conventional lumped model give similar time-domain
responses. However, the proposed method is about six times
faster. In addition, the proposed method is able to achieve
better accuracy than the MRA macromodel [8] for equal-order
approximations (see the comparison in Figs. 8 and 9). The
accuracy improvement of the proposed method is especially
noticeable for weak signals such as the transient responses
of the victim line at node V4 (Fig. 9). For this example, the
predetermined coefficients of the proposed algorithm were
obtained using one constraints [i.e., ,
in (37)].

VI. CONCLUSIONS

In this paper, a new algorithm is presented for accurate
passive macromodeling of distributed transmission-line net-
works. The algorithm provides a mechanism to control the
asymptotic behavior of the high-frequency impulse response,
while matching the response up to accurately. This
results in significant reduction in early-time spurious ripples in

transient responses. It is to be noted that the principles stated
in this paper are general in nature and can be included in other
rational-function-based passive macromodeling algorithms
available in the literature, with appropriate modifications.
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